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Activities like uncertainty quantification, typically require physical process models to be run many times.  
This ensures that the outputs of a model have taken into account potential uncertainties in parameters 
(parametric uncertainty), errors in data collection (measurement uncertainty) and uncertainty in process 
dynamics (structural uncertainty).  Bayesian statistical approaches are routinely used to jointly quantify 
predictive uncertainties from all of these sources (Cressie and Wikle, 2011), however, they can be 
impractical when a model for a physical process has a very long run-time.  Model emulation is one way to 
try and circumvent this problem.  The idea is to model the computationally burdensome physical model 
with a faster surrogate model, referred to as the “emulator”.  An emulator is trained using data obtained 
from a set of model runs that are typically executed in parallel and may use different parameters and 
forcing variables. 

In recent years, a number of modelling approaches have been used for model emulation.  Gaussian 
processes have been popular since they naturally quantify the uncertainty in the emulator’s predictions.  
However, their computational efficiency diminishes rapidly when the emulation dataset is large and this is 
often the case for complex models with many inputs and outputs.  For this reason, first-order emulators 
(Hooten et al, 2011) that focus on the mean of the emulator’s prediction have been advocated as an 
alternative solution. 

In this work, we focus on how Deep Neural Networks can be used as model emulators in the environmental 
sciences and how these offer a number of major advantages.  Firstly, these methods have good 
computational performance, even for large emulation datasets generated from models with many inputs 
and many outputs.  Secondly, these models are easily structured so that they can provide a quantification 
of the emulator’s predictive error, making them a competitor with Gaussian Processes.  Finally, Deep 
Neural Networks seem capable of mimicking functions with sharp transitions or thresholds which we often 
encounter in physical models. 
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